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Decision Tree 
(18 hours, GridSearchCV)

• Basic Tree
• Easy to interpret and understand
• Overfitted data, hard to generalize
• Does not handle 3 character names well

Random Forest
(16 hours, GridSearchCV)

• Bagging Ensemble
• Better results, but still has a heavy bias on 

more represented data
• Does not handle 3 character names well

XGBoost
(21 hours, Bayesian Optimization via Hyperopt)

• (‘eXtreme’) Boosting Ensemble
• Appropriately handles missing values and 

uses regularization to avoid overfitting/bias
• Best Results!

Machine Learning Models: The Decision Trees (because Classification)
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현아 규민

Data Collection and Processing
Scraping

(대법원: ‘LOL no’)
Cleaning

(Removing Long Names)
Processing

(Names → Syllables)
Hanja Check

(Syllable vs. Hanja Dict.)
Cleaning

(Removing Non-Hanja)
Feature Engineering
+ One-hot Encoding

Machine Learning 
Applications
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건 우

미 켈
건 우 ㄱㅓㄴㅇㅜ

ㄱ = x0
ㅓ = x1

Korean names are often derived from Hanja, a writing
system that is based on Chinese characters. Naturally,
the name itself also has specific sounds when spoken.

Q: Can this pattern be used to predict gender?

The Introduction + Goal
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Shining 
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The Details
Prepared Dataset

• 5,398,828 Observations
• 155 Features 

(One-hot Encoding)
• Position-important
• 6.2 GB Mem. Usage
• 260 MB CSV File

Train/Test Split

• Train: 0.50
• Validation

• Test: 0.50 (0.25)
• Train: 0.50 (0.25)

• Test: 0.50
Lots of data.  Tested with 

0.75/0.25. The results are 
extremely similar.

Prediction 
Conditions
The Name must…
• Be in Korean
• Be Hanja-based
• Be 3 or fewer syllables
• Avoid unusual characters 

(ex. ㅃ, ㄻ, ㄸ, etc.)

True Results vs. False Results

True Negative
1,247,649 (46.2%)

True Positive
1,171,437 (43.4%)

False Negative
140,139 (5.2%)

False Positive
140,190 (5.2%)

The Technical Interpretations

길 동
ㄱ = x0
ㅣ = x1
ㄹ = x2

ㄷ = x3
ㅗ = x4
ㅇ = x5

Feature Explanation:
The number beside x represents 
the position of the character and 

the represented character.

The Log-loss Score shows
how far apart the Predicted
Probabilities are vs their True
Results, rather than strict
‘true/false’ classifications.

Im
portance by Gain

Log-loss

These 15 features have offered the most 
discriminating information (gain) in gender 

classification.  

This is different from the number of 
occurrences, which may not tell us much.

Key Note about Names vs. Genders:
Perfect classification is impossible.

ex.시현 = 9,462 Males (51.9%) and 8,746 Females (48.1%).  
There are 672 ‘permutations’ of that name:  시: 28, 현: 24

Good enough is the desired goal.

Surnames are not expected to have an effect on gender and thus are disregarded.
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